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ABSTRACT: The unzipping kinetics for lesion-containing DNA
duplexes was studied in an α-hemolysin (α-HL) nanopore. The
lesion of focus was the guanine two-electron oxidation product,
8-oxo-7,8-dihydroguanine (OG), and its further oxidation
products, the hydantoins guanidinohydantoin (Gh) and
spiroiminodihydantoin (Sp). The voltage-driven unzipping of
individual duplex DNA molecules with symmetrical overhangs
was carried out by pulling one strand of the duplex through the
α-HL channel using an electrical field. Entry from the 3′ or 5′ end
produced distinct current blockages, allowing directional effects
on unzipping kinetics to be investigated. We find that the strand
dissociation of complementary duplexes or duplexes containing the slightly destabilizing lesion OG follows a first-order kinetic
model, while opening of duplexes that contain the highly destabilizing lesions Gh or Sp is described by two sequential first-order
reactions, in which the intermediate state is proposed to correspond to the duplex unzipped to the lesion site within the channel.
The rate constants for strand separation of the duplexes containing single lesions were obtained from kinetic model fits to
histograms of unzipping duration. For all duplexes, the rate constants for strand separation displayed a significant dependence on
the direction of entry into the nanopore. For duplexes containing Gh, truncated duplexes were used to assign the measured rate
constants for the first and second unzipping steps of symmetrically designed duplexes.

■ INTRODUCTION
The unzipping of double-stranded DNA (dsDNA) duplexes
occurs from the forces exerted by enzymes during DNA
replication, transcription, and translocation. Single-molecule
manipulation methods, such as laser tweezers and atomic force
microscopy (AFM), have been used to study the process of
strand separation by exerting a mechanical force on dsDNAs
through molecular linkers.1,2 These techniques, though very
powerful, are complicated by the time-consuming process of
data collection and the lengthy preparation procedure to couple
the analyte molecules to the force probe. In the past decade, the
nanopore method has come forth as a time-efficient and linker-
free approach that allows the study of single DNA molecules,
thus, avoiding measurements of an ensemble of molecules that
provide average values of the population.3−12 In these
measurements, the conductance of a biological or synthetic
nanopore in an aqueous electrolyte is transiently reduced as the
DNA passes through the nanopore. For a target single-stranded
DNA (ssDNA) hybridized to a short probe strand, the α-
hemolysin (α-HL) nanopore allows the threading of the
ssDNA overhang, but its constriction zone prevents trans-
location of the dsDNA segment.13−15 Together with the
electrical field applied across the nanopore, the narrow aperture
contributes to a localized denaturing force on the DNA duplex,
causing strand dissociation to occur. The time, t, required to
open the duplex within the nanopore provides useful
information on unzipping kinetics under a controlled force.

Previously, the nanopore method has been applied to a variety
of DNA kinetic studies, such as intramolecular unfolding of
DNA hairpins, intermolecular dissociation of two complemen-
tary DNA strands, dissociation between a DNA strand and a
protein, as well as interaction between DNA aptamers and
targets.16−32

In this paper, we present a nanopore-based study of the
unzipping kinetics of DNA duplexes that contain single-lesion
sites, a system of interest that provides insight into the kinetic
stability of damaged DNA duplexes. As shown in Figure 1, the
lesions of focus include the oxidatively damaged guanine (G)
product, 8-oxo-7,8-dihydroguanine (OG), and its further
oxidized products the hydantoins guanidinohydantoin (Gh)
and spiroiminodihydantoin (Sp).33,34 Studies concerning DNA
base oxidation products are of particular interest due to their
mutagenic potential, which is thought to be a leading
contributor to age-associated diseases, such as cardiovascular
diseases, cancer, and Alzheimer’s disease.35−38

■ RESULTS AND DISCUSSION
The 65-mer target strand used for study has a heterosequence,
specifically, the sequence surrounding codon 12 of the Kras
gene in which the highlighted G is key to a cancer-related
mutation.39
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This sequence is embedded in a poly-dT background. After
hybridization with a complementary 17-mer probe, a duplex is
formed with a double-stranded segment placed between two
poly-dT overhangs.

The voltage-driven unzipping of single molecules of DNA
duplexes was studied by pulling the overhang segment of the
molecule into the α-HL channel in an electrical field. A bias of
−120 mV (cis vs trans) was applied across an α-HL channel
that was reconstituted into a lipid bilayer suspended across the
orifice of a glass nanopore membrane (GNM). The DNA
duplex driven into the channel unzips into two separated single
strands; the unzipping kinetic analysis was based on the
unzipping time (t) of the duplex.
The unzipping process can be initiated from either the 3′ or

5′ end of the target depending on which overhang enters into
the channel first. (Note: 3′ and 5′ entry in this context refers to
the termini of the 65-mer target strand.) We found that the two
unzipping orientations have distinct current blockage levels and
different unzipping durations.40 To assign the two distinct
current blockage levels to entry from the 3′ or 5′ direction, we
initially performed measurements on unzipping of comple-
mentary duplexes that contain either one overhang or two
overhangs in different experiments. The duplex segment
remained the same for all of these duplexes, while the overhang
was present either on the 3′ end, or on the 5′ end, or on both
ends.
Figure 2 illustrates how the current blockage level and

unzipping duration depend on 3′ or 5′ entry of the overhang.
For the 3′-overhang duplex, a single stripe-like population is
observed in the I versus t plot. Similarly, unzipping of the 5′-
overhang duplex displayed a single unzipping population in the
I versus t plot. The current blockage level of 5′ unzipping (−20
pA) was shallower than that of 3′ unzipping (−14 pA) and the
duration of the former was slightly shorter than the latter. In
contrast, the double-overhang duplex generated two well-
resolved I versus t populations with different blockage currents
(−19 and −14 pA), consistent with the blockade current level
observed when employing either the 3′ or the 5′ single-

overhang duplex in separate experiments. We therefore
assigned the more blocking population of the double-overhang
duplex as being due to 3′ entry and the less blocking population
being due to 5′ entry. The conclusion that 3′ entry induces a
deeper blockade than 5′ entry for the double-overhang duplex is
in agreement with the directionality study for ssDNAs with
terminal hairpins, which also reported that 3′-threading ssDNA
blocks the α-HL channel more than 5′-threading strands.41,42

Interestingly, for poly-dT immobilized in the α-HL using a
biotin−streptavidin terminus, a more blocking current is
associated with 5′ entry and a less blocking current associated
with 3′ entry.43 In addition, essentially equal entry rates via 3′
and 5′ entry were observed for the double-overhang duplex.
This is in contrast with reports for the immobilized
homopolymer DNA and ssDNAs with terminal hairpins,
which display a biased entry rate that depends on the sequence.
To investigate the unzipping kinetics of damaged duplexes,

we chose the guanine in the middle of the 65-mer target strand
(highlighted in red in the sequence below) as our point of
interest for lesion insertion. A 17-mer probe was allowed to
hybridize with a set of 65-mer target strands that differ by one
nucleotide (X = G, OG, Gh, or Sp). The 17-mer probe has a
cytosine (C) placed opposite to X. The resultant four duplexes
were denoted as G:C, OG:C, Gh:C, and Sp:C. Electrical
measurements were performed on these four duplexes at −120
mV (cis vs trans) to investigate the kinetics of unzipping
undamaged and damaged duplexes. Each duplex generated two
unzipping populations with distinct current blockage levels; the
same 3′ versus 5′ assignment previously determined was used to

Figure 1. Oxidation of G yields OG, the further oxidation of which
leads to the hydantoins Gh and Sp. The reaction direction from OG to
Gh or Sp depends on pH, temperature, and the surrounding base
stack.

Figure 2. Hisograms of blockage current (I) for the duplexes with
either one overhang or two overhangs and plots of event population
density for I as a function of unzipping time (t). For the double-
overhang duplex with the sequence shown above, the more blocking
population was due to 3′ entry while the less blocking population due
to 5′ entry.
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identify the entry direction. Histograms of unzipping duration
for each orientation are plotted in Figure 3.

For the G:C and OG:C duplexes, histograms of unzipping
duration for both 3′ and 5′ entry display a single-exponential
decay, indicating the unzipping process follows a first-order
process (Figure 4, Type I). However, the peak shape of the

histograms for Gh:C and Sp:C indicate that the unzipping of
Gh:C and Sp:C follows a different kinetic model. The peak
shape of the duration histogram is consistent with unzipping
occurring by two sequential first-order reactions (Figure 4,
Type II). Therefore, we propose a three-state model for the
unzipping of Gh:C and Sp:C with the intermediate state
corresponding to the duplex unzipped up to the damaged spot
X (X = Gh or Sp). Branton and co-workers reported that
unzipping of mismatched duplexes in α-HL also generates a
multistep model and suggested the intermediate occurs when
the duplex unzips to the mismatched site.3 The presence of an
intermediate state was also found when two mismatched DNA
strands were forced apart by the optical force clamp.1

Additionally, we discovered that whether the insertion of a
lesion into the duplex results in the Type I model or Type II
model is strongly correlated to the extent to which the lesion
destabilizes the duplex. OG is able to base pair with C, though
the duplex is slightly destabilized by repulsive interactions
introduced by the 8-oxo group.44 This small destabilizing effect
of OG caused a Tm decrease by ∼1 °C relative to the G:C
duplex and a 3- to 4-fold increase in unzipping rate (Table 1).

The small decrease in stability is apparently insufficient to
generate a pronounced minimum in the unzipping energy
profile.45 On the other hand, Gh and Sp cannot form stable
hydrogen bonds with C, which significantly deceases the duplex
stability.46,47 The presence of Gh or Sp caused the Tm to
decrease by ∼13 °C and the unzipping rate to increase by 1 to 2
orders of magnitude relative to G:C. Since Gh and Sp are
highly destabilizing lesions, we propose that they are able to
produce an energy well in the unzipping energy landscape that
is deep enough to generate an intermediate state.

Figure 3. Histograms of unzipping duration (t) for 3′ and 5′ entry at
−120 mV (cis vs trans) for the duplex formed by the 65-mer target
(where X = G, OG, Gh, or Sp) and the 17-mer probe. The rate
constants for unzipping of each damaged duplex were obtained based
on the fit (red curve) to the histograms using the Type I (X = G, OG)
or Type II (X = Gh, Sp) model.

Figure 4. Duplex unzipping models. Unzipping of G:C and the slightly
destabilized OG:C follows the Type I model, while unzipping of the
highly destabilized Gh:C and Sp:C follows the Type II model. The red
spot in the strand indicates the lesion site.

Table 1. The Kinetic Models and Corresponding Rate
Constants for Unzipping the 65-mer:17-mer Duplex at −120
mV

aFor the Type II model, the two rate constants are listed without
assignment to the first or second step.
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We assume the unzipping of G:C and OG:C to follow the
Type I model, and therefore, fit their t histograms in Figure 3
using the kinetic equation for a first-order reaction,

= Δ−C T k t/ e kt (1)

where C/T is event counts in a time increment Δt centered at
time t divided by the total counts (see Supporting
Information), k is the rate constant for the unzipping process,
and t is the unzipping duration.
For Gh:C and Sp:C, we assume their unzipping to follow the

Type II model. Their t histograms in Figure 3 were fit using the
kinetic equation for two sequential first-order reactions,

=
−

− Δ− −C T
k k

k k
t/ (e e )k t k t1 2

2 1

1 2

(2)

where k1 and k2 correspond to the rate constants for the first
and second unzipping steps (see Supporting Information).
Table 1 lists the rate constants for the unzipping of G:C,

OG:C, Gh:C, and Sp:C for 3′ and 5′ entry. For Gh:C and Sp:C,
two values of rate constants were obtained from the Type II fit.
However, these two values are interchangeable in eq 2.
The centrally placed X:C in the 65-mer:17-mer duplex was

located between two duplex subsections, each comprised of
eight base pairs. In the Type II model, the unzipping process
involves opening of the first 8-bp subsection that is close to the
entry side, followed by opening of the second 8-bp subsection
on the other side of X:C. The subsection on either side of X has
the same number of hydrogen bonds, and the thermal stability
for each of the two subsections based on the Tm was predicted
to be the same by an mfold model. The free energy of the 8 bp-
subsection on the 5′ side of X, calculated using NuPack, is
slightly higher than that on the 3′ side (ΔG5′‑side = −13.48 kcal/
mol, ΔG3′‑side = −13.71 kcal/mol at 23.5 °C). However, it is not
the overall free energy but the activation energy of strand
separation that directly relates to unzipping kinetics;47 thus, the
determination of k1 and k2 cannot be made based on the
predicted stability of two subsections. Additional experiments
were required to assign the values of the rate constants to each
individual step of the unzipping mechanism.
To make the duplex subsections distinctly asymmetrical in

terms of stability, we designed two 13- mer probes, each being
truncated by four bases either from the 3′ end or from the 5′
end. These are denoted as 13-mer 3′-truncated probe or 13-mer
5′-truncated probe. (Note: the 3′ and 5′ designations here refer
to the probe.) Unzipping experiments were carried out for
truncated duplexes when X = Gh at −140 mV and the Type II
model was applied to obtain two rate constants. A potential of
−140 mV, cis versus trans, was used here to increase the event
frequency for the convenience of data collection. Because
opening of the 8-bp subsection on one side of Gh should take
considerably longer than opening of the 4-bp subsection on the
other side, the smaller rate constant obtained from the fit was
assigned to the dissociation step of the 8-bp subsection. For
example, as entry of the 13-mer 5′-truncated probe into the
channel from the 5′ terminus, two rate constants, 790 ± 70 and
1000 ± 170 s−1, were obtained from the Type II fit using eq 2.
The rate constant of 790 ± 70 s−1 should be k1, associated with
opening of the longer 8-bp subsection close to 5′ terminus
(Table 2, blue). Assuming it takes approximately the same time
to open the 8-bp subsection in the 65-mer:17-mer duplex as in
the 65-mer:13-mer duplex via 5′ entry (both highlighted as blue
in Table 2), k1 for the 65-mer:17-mer duplex via 5′-unzipping

should be very close to 790 ± 70 s−1. Out of the two k values
(790 ± 40 and 280 ± 20 s−1) obtained from the 5′-unzipping of
the 65-mer:17-mer duplex, 790 ± 40 s−1 was therefore assigned
as k1. The other k value (280 ± 20 s−1) was assigned to be k2
because it is very similar to the k2 for the same 8-bp subsection
(Table 2, pink) of the duplex containing 13-mer 3′-truncated
probe at 5′ entry, 190 ± 20 s−1. This method to resolve k1 and
k2 was successfully applied to determine the rate constants at 3′
entry as well. The assignments of k1 and k2 for unzipping of the
65-mer:17-mer duplex are listed in Table 2 along with their
reference rate constants obtained from the truncated probes.
Regardless of the entry direction, it takes less time to open

the duplex subsection on the 5′ side of Gh:C than the 3′ side.
This may imply that the destabilizing effect imparted by Gh
influences the 3′ and 5′ sides of the lesion differently. While the
local stability around a Gh lesion has not been previously
reported, molecular dynamics simulation suggests that there
exists a stability variation on the 3′ and 5′ sides of another
hydantoin lesion, Sp.48

In addition, which orientation of unzipping is faster appears
to be sequence-dependent. For the duplex containing Gh, the k
for 5′ entry is always smaller than that for 3′ entry regardless if it
is in the truncated or original duplex. The trend of 5′ unzipping

Table 2. Unzippping Rate Constants (k) at −140 mV for the
Gh Duplexes Formed with 17-mer Probe, 13-mer 5′-
Truncated Probe or 13-mer 3′-Truncated Probea

aThe 8-bp duplex subsections of the same sequence and their
corresponding k are highlighted using the same colors (blue or pink).
The k values for unzipping of subsections are assumed to be the same
regardless if the subsection is in the 65-mer:17-mer duplex or the
truncated duplex with the 13-mer.
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slower than 3′ unzipping was observed for OG:C, Gh:C, and
Sp:C but not for G:C. This implies that the DNA conformation
of OG:C, Gh:C, and Sp:C for 5′-threading is more unstable to
unzip in the nanopore, while for the matched G:C duplex, the
3′-threading conformation instead facilitates the strand
dissociation.
The rate constants k1 and k2 do not appear to be strongly

correlated. Presumably, if the unzipping process takes place in
the α-HL vestibule, the shorter subsection of the 13-mer
truncated probe being dissociated first would impose smaller
steric hindrance to the opening of the second subsection
relative to the 17-mer probe. Therefore, a larger k1 for opening
of the shorter subsection would result in a larger k2 for opening
of the second subsection. Because our data for rate constants
have an error of 5−17%, we are not able to tell if such a
correlation exists. On the other hand, if the unzipping process
takes place outside of the vestibule, this correlation between k1
and k2 originating from steric hindrance would be expected to
be much less.

■ CONCLUSIONS

Our nanopore-based kinetic study has demonstrated that
unzipping of duplexes that contain single sites of an oxidized
guanine lesion (OG, Gh, or Sp) via 3′ and 5′ entry in the α-HL
follows a first-order reaction path or a model of two sequential
first-order reactions. Which model should be applied depends
on the extent of the destabilizing effect imparted by the lesion.
Our work has highlighted the ability of the nanopore to be used
as a powerful tool to study the force-induced kinetics on the
single-molecule level. In addition to investigating the kinetic
model describing unzipping of the damaged duplex, this work
has also shown the nanopore-based method as a very useful
approach to study DNA local dynamics and interaction at
different orientations, which are often hidden by the global
behaviors of the DNA molecules.

■ EXPERIMENTAL SECTION
DNA Preparation and Purification Procedures. DNA was

synthesized from commercially available phosphoramidites (Glen
Research, Sterling, VA) by the DNA-Peptide Core Facility at the
University of Utah. After synthesis, each DNA was cleaved from the
synthetic column and deprotected according to the manufacturer’s
protocols, followed by purification using an ion-exchange HPLC
column with a linear gradient of 25−100% B over 30 min while
monitoring absorbance at 260 nm (A = 20 mM NaPi, 1 M NaCl, pH 7,
in 10% CH3CN/90% ddH2 O, B = 10% CH3CN/90% ddH2O, flow
rate = 1 mL/min). The Gh- and Sp-containing DNAs were
synthesized following previously established protocols, and purified
by HPLC (see HPLC traces in Supporting Information).49

Thermal Denaturation Studies. All thermal denaturation
experiments were conducted with the truncated 23-mer strand, 5′-
TT TTG GAG CTG XTG GCG TAG GTT, in which X = G, OG, Sp,
or Gh. By removing the poly-dT tails, the hyperchromic shift for the
transition from double-stranded to single-stranded DNA was more
clearly observed. First, the dsDNA was prepared by mixing the two
complementary strands in a 1:1 ratio at a final concentration of 10 μM
in 1 M KCl, 10 mM PBS, and 1 mM EDTA (pH 7.4), followed by
heating the sample to 90 °C, then slowly cooling to room temperature
over 3 h. Next, the samples were diluted to 1 μM dsDNA
concentration in buffer, then loaded into Tm analysis cuvettes
following the manufacturer’s protocol and placed into a UV/vis
spectrophotometer equipped with a temperature-regulated heat block.
Samples were thermally equilibrated at 20 °C for 20 min followed by
heating to 75 °C at a rate of 0.5 °C/min. As the samples were heated,
absorbance readings at 260 nm were taken twice every minute. The

background corrected data were plotted and the melting temperature
(Tm) was determined using a two-point average analysis.

Chemicals and Matericals for Nanopore Measurement. A 1
M KCl, 10 mM PBS, and 1 mM EDTA (pH 7.4) solution was the
buffer electrolyte used after being filtered by a sterile 0.22 μm
Millipore vacuum filter. Wild-type α-hemolysin (lyophilized power,
monomer, List Biological Laboratories) was dissolved in water at 1
mg/mL and stored at −80 °C. The phospholipid, 1,2-diphytanoyl-sn-
glycero-3-phospho-choline (DPhPC), was purchased in a powder form
from Avanti Polar Lipids and stored at −20 °C. DPhPC was dissolved
in decane at 10 mg/mL before use. Glass nanopore membranes
(GNMs) were used as the support structure for the lipid bilayer.50,51

Before use, GNMs were chemically modified with a 2% (v/v) (3-
cyano-propyl)dimethylchlorosilane in acetonitrile to produce a
hydrophobic surface. All DNA oligomers were prepared as described
above. The duplex DNA samples were formed by mixing target and
probe strands at a 1:5 mol ratio (target vs probe) in 1 M KCl, 10 mM
PBS, and 1 mM EDTA (pH 7.4), followed by heating in a 90 °C water
bath for 5 min and then cooling slowly to room temperature over 3 h.
The 1:5 mol ratio of target to probe was used in order to shift the
duplex−ssDNA equilibrium to the duplex form.

Current−Time Recordings. Current−time recordings were
performed at 23.5 ± 1 °C using a custom built high-impedance,
low-noise amplifier and data acquisition system (Electronic Bio
Sciences, San Diego, CA). Electrolyte containing 1 M KCl, 10 mM
PBS, and 1 mM EDTA (pH = 7.4) was used to fill the experimental
cell and the GNM capillary. The inside of the GNM capillary was
connected to a pressure gauge and a 10 mL gastight syringe
(Hamilton). A voltage was applied between two Ag/AgCl electrodes
positioned inside and outside of the GNM capillary. A schematic
illustration of the experimental setup is shown in Supporting
Information Figure 1. Formation of a lipid bilayer was accomplished
by depositing the DPhPC/decane solution across the GNM orifice;
successful bilayer formation was indicated by a resistance increase from
∼10 MΩ (corresponding to the open GNM) to ∼100 GΩ.52 A
positive pressure of 20−40 mmHg was then applied to the GNM
capillary, allowing the lipid bilayer to be functional for the protein
channel reconstitution.53,54 A total of 0.2 μL of α-hemolysin solution
(monomer, 1 mg/mL, prepared as described above) was added to the
experimental cell (300 μL). After protein reconstitution into the lipid
bilayer, the duplex DNA sample was added to the experimental cell at
5 μM. A voltage (−120 or −140 mV, cis vs trans) was applied across
the GNM orifice and was referenced to the Ag/AgCl electrode placed
inside of the GNM capillary. A minimum of 500 duplex unzipping
events were collected for each sample. The current−time traces were
filtered at 100 kHz and sampled at 500 kHz.

Data Analysis. Blockades that lasted longer than 0.5 ms and
reduced the channel conductance to −40 to 0 pA were analyzed as
DNA unzipping events, while the shorter blockades (<0.5 ms) were
identified as translocation events of unbound strands. Events were
extracted using QuB (version 1.5.0.31). Histograms of unzipping
durations were plotted using OriginPro (version 8.5.1). Histograms
corresponding to 5′ or 3′ entry were fit using eq 1 for G- and OG-
containing duplexes or eq 2 for Gh- and Sp-containing duplexes to
determine the kinetic rate constants. Density plots were generated
using data analysis programs provided by Electronic Bio Sciences, San
Diego, CA.
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